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Abstract

We investigated the online sensitivity of the semantic integration system to the different roles played by sentence

constituents that are necessary (verbs and nouns) or optional (adjectives) for argument completion. We compared the

effect of semantic incongruities introduced in both types of words on the N400 ERP component. Participants read

sentences formeaning, half ofwhichwere rendered anomalous by an incongruent verb, noun, or an early/late adjective.

Incongruent adjectives led to smaller N400 effects than did incongruent nouns and verbs, and the congruity effect for

sentence-final adjectives was not significant. All incongruities are therefore not created equal: Incongruent optional

sentence constituents create less of an integrative burden than incongruent mandatory sentence constituents, sug-

gesting that online sentence integration processes are sensitive to the distinct roles played by different words in shaping

sentence meaning.

Descriptors: N400, ERP, Semantic integration, Sentence comprehension, Word class

The current study was designed to compare the relative impor-

tance of verbs, nouns, and adjectives in shaping the meaning of

simple transitive sentences. We gauged the online sensitivity of

the semantic integration system to the different roles played in

the construction of sentence meaning by sentence constituents

that are mandatory for argument completion (verbs and nouns)

or are optional (adjectives).

Semantically and syntactically ambiguous constructions of

various complexities have been investigated extensively with the

goal of revealing default processing strategies. Factors such as

degree of complexity and ambiguity of syntactic construction,

referential processing, and the semantic syntactic interface of

ambiguity resolution have all been demonstrated to have signif-

icant effects on integration and comprehension (Grodner, Gib-

son, & Tunstall, 2002; Kaan & Swaab, 2003; Kuperberg,

Sitnikova, Caplan, & Holcomb, 2003; MacDonald, Pearlmut-

ter, & Seidenberg, 1994; Trueswell, Tanenhaus, &Garnsey, 1994;

Warren & Gibson, 2002). In continuation of this research, the

current study examined simple active transitive constructions to

investigate the different roles played by mandatory and optional

sentence constituents in determining sentence meaning.

Linguistic theories have assigned verbs a pivotal role in sen-

tence interpretation (Chomsky, 1981;Dowty, 1991; Levin, 1993).

Psycholinguistic research has empirically supported this position

showing the importance of verbs in determining thematic roles

(Altmann & Kamide, 1999; Ferretti, McRae, & Hatherell, 2001;

Fisher, Gleitman, & Gleitman, 1991; Myers & Blumstein, 2005).

Nouns are similarly important in realizing these arguments and

specifying the entities involved (MacDonald et al., 1994; True-

swell et al., 1994). Consequently, a semantically incongruent verb

or noun should disrupt the main proposition or argument rela-

tion described in the sentence. In contrast, based on various ac-

counts of sentence comprehension processes (e.g., Carpenter,

Miyake, & Just, 1995; Clifton & Duffy, 2001; Townsend &

Bever, 2001), we hypothesized that semantically incongruent

adjectives would interrupt sentence integration to a lesser degree

than would semantically incongruent verbs and nouns. This is

because in simple transitive sentences, semantically incongruent

adjectives induce only a local anomaly, limited to a single the-

matic role within the sentence, be it the agent or the patient. We

addressed these hypotheses by comparing the effect of semantic

incongruities introduced in different sentence constituents on the

N400 ERP measure of semantic integration.

Event-related brain potentials (ERPs) have been used exten-

sively in psycholinguistic research (e.g., Bentin, Mouchetant-

Rostaing, Giard, Echallier, & Pernier, 1999;for reviews see

Brown & Hagoort, 1999; Friederici, 2004; Hinojosa, Martin-

Loeches, & Rubia, 2001; Kutas, Federmeier, Coulson, King, &

Munte, 2000; Kutas & Van Petten, 1994; Osterhout & Holcomb,
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1995). Specifically, a large proportion of ERP studies of lan-

guage have examined sentence or discourse processing (for recent

reviews, see Osterhout, Allen, & McLaughlin, 2002; van

Berkum, Zwitserlood, Hagoort, & Brown, 2003) with a focus

on sentential semantic integration (Kutas & King, 1996). Many

of these studies examined the N400 component, whose associ-

ation with semantic processing was first demonstrated by Kutas

and Hillyard (1980; for recent findings, see, e.g., van Berkum et

al., 2003). The amplitude of the N400 is modulated by the se-

mantic congruity of awordwith preceding context, with a greater

negativity exhibited for stimuli that are difficult to integrate in the

semantic structure set by the sentence (Frisch, Hahne, & Fried-

erici, 2004; van Berkum, Hagoort, & Brown, 1999). In addition,

the N400 is sensitive to how much an upcoming word in a sen-

tence is expected. The amplitude of the N400 has a strong neg-

ative correlation with the cloze probability of semantically

acceptable sentence-embedded words (Kutas & Hillyard, 1984;

Kutas, Lindamood & Hillyard, 1984; replicated recently by

DeLong, Urbach, & Kutas, 2005). The more predictable a word

is, as indexed by off-line sentence completion measures, the

smaller the N400 amplitude. However, cloze probability and ex-

pectancy are not the only factors affecting the N400. Indeed,

N400 modulations have also been demonstrated for semantically

incongruent words that were equally unexpected (cloze probabi-

lit y5 0). For example, the amplitude of theN400 to incongruent

items that are semantically related to the expected word is smaller

than to other incongruent items (Kutas & Hillyard, 1980).

Hence, current models assume that the modulation of the N400

by sentence-embedded words indexes the ease with which the

word can be integrated online into sentential semantic context

(van Berkum et al., 1999).

In the current work, we further examined the sensitivity of the

N400 to different degrees of semantic incongruity induced by

words that had a cloze probability of zero, that is, were deemed

incongruent with preceding context. The critical manipulation

was the degree of anomaly induced by the incongruity, whichwas

dictated by the syntactic/thematic category of the incongruous

word. Incongruous nouns and verbs should have global effects

on meaning computation, and therefore might require a larger

integration effort evident in largerN400. Incongruous adjectives,

on the other hand, should prove to be less detrimental to the

integration process, and therefore trigger a smaller effect on the

N400 (for related findings with single words, see Titone & Salis-

bury, 2004).

The question of whether the N400 component is sensitive to

word class per se has received a fair degree of attention in the

literature. Most studies have contrasted open- and closed-class

words, focusing both on an early anterior negativity, labeled the

N280, and on differences in the N400. Some have claimed the

N280 to be a distinct marker of closed-class words (e.g., Neville,

Mills, & Lawson, 1992) whereas others disputed these results,

finding no evidence for this component in response to closed-

class words (Osterhout et al., 2002) or suggesting that theN280 is

evident for both open- and closed-class words (e.g., Brown,

Hagoort, & ter Keurs, 1999). There is generally better agreement

concerning the N400, with open-class words usually eliciting

more negative N400 s than closed-class words (Brown et al.,

1999; McCarthy, Nobre, Bentin, & Spencer, 1995), though some

authors have claimed that these findings reflect differences in

word frequency (Munte et al., 2001) or length (Osterhout et al.,

2002) between open- and closed-class words, rather than man-

ifestations of distinct brain processing based on word class.

Recently, differences were also found among the N400

evoked by different open-class words (see Brown et al., 1999,

for a comparison of contextually- congruent nouns, verbs, and

adjectives), specifically when nouns and verbs are compared

(Federmeier, Segal, Lombrozo, & Kutas, 2000; Pulvermuller,

Lutzenberger, & Preissl, 1999). However, in the present exper-

iment we did not emphasize the overall differences in the ERPs to

different categories of open-class words. Rather, we used mod-

ulations of the N400 component as a dependent measure index-

ing the degree of semantic incongruity created by violating

selectional restrictions of different sentence constituents, and in-

vestigated the consequences of these incongruities for sentence

integration. Federmeier et al. (2000) demonstrated larger N400

effects for incongruities at the point of an expected verb as com-

pared to incongruities at the point of an expected noun. How-

ever, in that study the incongruent item was either a pseudoword

or a word from the opposite word class (i.e., a noun instead of an

expected verb and vice versa). Thus, the study did not tap the

issue of semantic integration in isolation, but examined it con-

jointly with syntactic integration difficulties. Further, adjectives

were not used as target items in that study, which does not allow

for a comparison between the effect of incongruities in manda-

tory and optional sentence constituents.

In the Hebrew sentences used in this study, the verb and the

object noun were mandatory sentential constituents necessary to

complete the basic argument structure, whereas the adjectives

were optional sentence constituents, as is normally the case. In

English, adjectives usually precede the noun they are modifying

(as is the case in German and in Dutch) and thus it is more

difficult to generate experimental materials in which the meaning

violation is apparent upon processing of the adjective itself (in-

deed, we have not been able to find any direct references to

studies using such materials). Note that this is opposed to many

studies that did employ adjective–noun agreement violations

(cf. Hagoort, 2003), where the reader realizes that there is an

incongruity only once she or he is exposed to the modified noun.

In Hebrew, however, adjectives normally follow the noun they

are modifying, making it very straightforward to generate ma-

terials in which the adjective is the word causing the incongruity

with a noun that has already been processed.

The sentences constructed for this study were initially pre-

sented to participants for an off-line plausibility rating, to obtain

a preliminary measure of the degree of anomaly created by the

noun, verb, and adjective incongruities. To anticipate, the rating

procedure confirmed our initial hypothesis regarding the differ-

ential effect of the three incongruity types on sentence coherence.

However, the rating was only considered a first approximation

because off-line judgments can often be influenced by post-sen-

tence analysis processes, which do not necessarily reflect differ-

ences in the online processing and comprehension of each

incoming word of the sentence. Therefore we went on to record

other participants’ brain activity while reading these sentences

for meaning.

Method

Participants

Twenty native Hebrew speakers, undergraduates at the Hebrew

University, with normal or corrected-to-normal vision, partici-

pated in the experiment for course credit or payment.
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Task and Design

Syntactically intact sentences were presented one word at a time

at the center of a computer screen. Half of the sentences in each

experimental list were semantically plausible and half included a

semantic incongruity involving a noun, a verb, or an adjective

(see details below). Participants were instructed to read the sen-

tences and to respond to occasional questions regarding their

meaning. Such questions appeared randomly in 12.5% of the

trials (eight questions in each block of 48 trials). The questions

tested sentence comprehension; they focused on all sentence

constituents equally and were as likely to appear following co-

herent and semantically anomalous sentences.

Two experimental lists were constructed, each including 288

sentences. In each list, one half of the target stimuli from each

word class appeared in coherent sentences and the other half

appeared in semantically incongruent sentences. Half of the par-

ticipants were tested with each list. Therefore, across partici-

pants, each word occurred equally in both conditions, though no

participant saw any of the target items more than once. More

importantly, across participants the congruent and incongruent

conditions in each word class were comprised of the very same

items, which served as their own control.

Material

The sentences used were simple active transitive subject-verb-

object (SVO) sentences in Hebrew, with adjectives modifying

both the subject and the object nouns. The critical target words

were 72 adjectives modifying the subject, 72 transitive verbs, 72

concrete nouns, and 72 adjectives that were used to modify the

object of the sentence. Target words ranged in length from 3 to 11

letters, with a mean of 5.6.1 Two sentences were constructed for

each target word: a coherent, semantically plausible sentence

(though not highly constrained), and a second semantically in-

congruent sentence in which the semantic incongruity became

apparent upon presentation of the target word (Table 1). All four

types of semantically incongruous sentences were created by vi-

olating selectional restrictions at specific points along the sen-

tence, but retaining grammaticality. Thus, the item creating the

incongruity could have been one of the following: the first ad-

jective (A1), the verb (V), the noun (object of the sentence) (N) or

the second adjective (A2). In the case of adjective incongruities,

the transitive relations remained plausible, whereas in the verb

and noun incongruities, the meaningful relation between the

subject and the (direct or indirect) object was breached.

As mentioned in the introduction, Hebrew adjectives nor-

mally follow the noun they are modifying, so that in the case of

the noun incongruity, the noun appears before the adjective in

the sentence, and is, therefore, the word causing the incongruity.

Similarly, in the A1 incongruity, a congruent subject noun pre-

cedes the adjective, so that the adjective is the word causing the

incongruity.

Because the existent word-frequency counts in Hebrew are

not sufficiently valid and comprehensive, we were unable to pre-

cisely match the lexical properties of the various stimulus cate-

gories. Therefore, while nevertheless trying to roughly match the

frequency of words across categories, we decided to have the

exact same targetwords appear in the congruent and incongruent

conditions across participants, so that eachwordwould, in effect,

be its own control. Thus, in the present experiment, the target

items remained constant andwemanipulated the sentence frames

in which they were embedded to render them either plausible or

incongruent.

The cloze probability of the target items in the coherent sen-

tences was examined by a questionnaire administered to 48

undergraduates who participated neither in the plausibility judg-

ment (see below) nor in the ERP study. Note that the procedure

here differed from standard cloze probability ratings, because

participants were asked to predict intermediate words rather than

the final word of the sentence. Because we were interested in the

degree to which target words could be predicted based upon

the preceding context available to them (as would be the case

in the actual experiment, when sentences are presented word

by word) the questionnaires included only the fragment of

the sentence leading up to the relevant position. The mean

cloze probability of the target items in the coherent sentence

frames was very low for all word types (below 5%), and did not

differ significantly by word type ( p4.1). Because target items

were incongruent in the anomalous sentences, it is not surprising

that the cloze probability in this condition always equaled zero

(Table 2).

Sentence Plausibility Rating

The psycholinguistic impact of semantic violations of different

types was examined by comparing ratings of sentence plausibil-

ity. This comparison was aimed at validating our hypothesis that

the impact of a semantic incongruity would vary with the role of

the incongruent word in the sentence. Because collecting ratings

for each and every one of the 576 sentences used in this study was

not feasible, we randomly sampled 24 sentences from each con-

dition (coherent, and A1, Verb, Noun, and A2 incongruities) for

a total of 120 sentences.2 These sentences were randomized twice,

and each version of the resulting questionnaire was presented to

16 participants, who were requested to rate howmuch the mean-

ing of each sentence is plausible on a scale of 1 (makes no sense) to

7 (makes perfect sense). Participants were native Hebrew speak-

ers who did not participate in the cloze probability rating or in the

ERP study and received course credit or payment. As can be seen

in Table 3, the results of the plausibility ratings confirmed our

initial intuition regarding the differential degree of incongruity

caused by the local and global semantic anomalies introduced in

our materials.

Analysis of the ratings was performed using a one-way

ANOVA over items, where the mean rating of the participants

for each sentence in each condition was calculated. The plausi-

bility ratings of sentences from the different conditions were

found to differ significantly from each other, F(4,115)5 87.6,

MSE5 107.2, po.001. Planned contrasts demonstrated that

coherent sentences were rated as being significantly more

plausible than sentences sampled from all other conditions,

t(117)5 16.1, po.001. Further, sentences with adjective incon-

gruities were rated as being significantly more plausible than

sentences with noun and verb incongruities, t(117)5 7.4,

po.001, corroborating our initial hypothesis. Finally, the two

adjective conditions did not differ significantly from each other,

t(46)5 1.8, p4.7, but verb incongruities were found to lead to

greater implausibility than did noun incongruities, t(46)5 2.5,

po.05), hinting to the crucial role of verbs in determining sen-

tence meaning.
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1In Hebrew vowels are mostly represented by diacritic marks.

2The actual questionnaires included 120 additional sentences, of the
same structure, whichwere normed for the purposes of a different project.



EEG Recording

The EEG was recorded from 48 tin electrodes mounted on a

custom made cap (ECI) and amplified � 20,000 with an analog

band-pass filter of 0.1 to 70Hz by SAI battery-operated ampli-

fiers. The recording sites were based on the extended 10–20 sys-

tem (Figure 1). EOGwas recorded by two electrodes, one located

over the outer canthus of the right eye and the other over the

supraorbital region of the same eye. Both the EEG and the EOG

were referenced to the tip of the nose.

The EEG was continuously sampled at 250Hz and stored for

off-line analysis. For ERP averaging, the EEG was parsed to

1000-ms epochs, starting 100ms before the target stimulus. Ep-

ochs with EEG or EOG exceeding � 100 mVwere excluded from

averaging. The epochs were averaged separately for each stim-

ulus condition, resulting in eight averaged ERPs per participant.

All ERPs were based on a minimum of 24 trials per condition.

The baseline was adjusted by subtracting the mean amplitude of

the prestimulus period of eachERP from all the data points in the

epoch. For statistical analyses, frequencies lower than 0.5Hz

and higher than 20Hz (� 3 dB) were digitally filtered out after

averaging.

Procedure

The experiment was conducted in an electrically shielded, dimly

lit and sound-attenuated room. Electrode impedance was kept

below 5 ko throughout the experiment. Responses were given on

a response box, using the index fingers of both hands. No special

instructions were given regarding the structure of the sentences.

Sentences were presented word by word at the center of the

screen, within a rectangular frame. Trials began with a fixation

point at the center of the screen for 500ms, which was followed

by a 100-ms blank screen and then the first word of the sentence.

Each word of the sentence was exposed for 750ms, with an in-

terval of 100ms between each two successive words. The sen-

tence-final word appeared with a period and was followed by a

1.5-s blank screen, after which appeared either a probe question

or the fixation point initiating the next trial. Probe questions

appeared on the screen in full and never exceeded one line of text.

The questions remained on the screen until the participant re-

sponded. Participants received feedback for each answer: wheth-

er it was correct or incorrect and their overall percent of correct

answers for the current block.

The session started with eight practice sentences, after which

the 288 experimental sentences were presented. The sentences of

each experimental list were randomized once, and presented in

six blocks of 48 sentences each. Two filler sentences were added at

the beginning of each experimental block. Breaks were intro-

duced between the experimental blocks.

Results

Four participants were excluded from the analysis due to exces-

sive eye movements or noisy data. The following results are,

therefore, based on 16 participants, who had at least 24 uncon-

taminated trials in each experimental condition. Although sev-

eral peaks and troughs are visible in each waveform, the most

conspicuous difference between the ERPs elicited by semanti-

cally incongruent and congruent words was the N400 compo-

nent, which was considerably more negative in response to

incongruent words (Figure 2). In all ANOVAs the Greenhouse–

Geisser correction was applied whenever there was more than

one degree of freedom. We report uncorrected degrees of free-

dom, e values, and adjusted p values.

We set out to by examining the congruency and word type

effects in the following three time epochs: 300–500ms for the

mainN400 effects, 100–300ms for earlier effects and 500–700ms

for late effects. For this analysis we calculated the mean ampli-

tudes over the midline electrodes (Fz, FCz, Cz, CPz, Pz, POz),

the sites at which the N400 effect was maximal. Thus, we sub-

mitted the mean amplitudes to a three-way within-participant

analysis with the following factors: Epoch (early, middle, late),

Congruity (coherent, anomalous), and Word Type (adjective 1,

verb, noun, adjective 2). The two-way interaction betweenEpoch

and Congruity was significant, F(2,30)5 15.1, po.001, e5 .9.
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Table 2. Mean Cloze Probabilities (SEM) for Coherent and

Anomalous Sentences

Sentence condition Coherent Anomalous

Adjective1 2.3% (0.5) 0
Adjective2 4.1% (0.7) 0
Noun 4.9% (0.8) 0
Verb 3.4% (0.6) 0

Table 1. Examples of Coherent and Semantically Incongruent Sentencesa

Word class (target) Sentence type Sentence (English structure) Sentence in Hebrew word order

Adjective 1 (Scholarly) Congruent The scholarly professor lectured in the large hall The professor scholarly lectured in the hall large
Incongruent The scholarly bear slept in the warm cave The bear scholarly slept in the cave warm

Verb (Fired) Congruent The new manager fired the lazy worker The manager new fired the worker lazy
Incongruent The shiny scissors fired the burly coach The scissors shiny fired the coach burly

Noun (Lock) Congruent The skilled thief opened the heavy lock The thief skilled opened the lock heavy
Incongruent The excited woman thanked the old lock The woman excited thanked the lock old

Adjective 2 (Prickly) Congruent The happy child is rolling on the prickly grass The child happy is rolling on the grass prickly
Incongruent Tall Susan is eating a prickly tomato Susan tall is eating a tomato prickly

aThe word creating the incongruity is underlined.

Table 3. Mean Plausibility Ratings (SEM) for Coherent and Four

Types of Anomalous Sentencesa

Sentence condition Rating

Coherent 6.68 (.08)
Adjective1 3.47 (.22)
Adjective2 4.03 (.21)
Noun 2.62 (.26)
Verb 1.86 (.16)

aRatings were between 1 (makes no sense) to 7 (perfectly coherent).



Post hoc comparisons showed that the Congruity effect was not

significant for the 100–300-ms epoch, p4.05, but it was sig-

nificant for the 300–500-ms epoch, F(1,15)5 32.0, po.001,

and smaller but still significant in the 500–700-ms epoch,

F(1,15)5 22.0, po.001, in both cases due to more negative am-

plitudes for anomalous than for coherent items.

We interpret the congruity effect evident in the late window as

a continuation of the N400 congruity effect originating in the

300–500-ms time window. Therefore, all further detailed anal-

yses were carried out only on the 300–500-ms epoch. This range

encompasses the peak of the N400 at all sites, and conforms to

the range of analysis reported in previous N400 studies (e.g.,

Holcomb, 1993).

The type of semantic incongruity modulated the N400 con-

gruity effect in the 300–500-ms epoch at central and lateral sites.

As shown by Figure 3, the N400 effect (i.e., the difference be-

tween the ERP elicited by congruent and incongruent words),

appeared larger when the semantically incongruent word was a

noun or a verb than when it was an adjective. In fact, when the

semantic incongruity was induced by the second adjective (the

last word in the sentence, which modified the object) the N400

effect is not evident.

Peaking at midline sites, the distribution of the semantic con-

gruence effect, at least for some anomaly types, was evident over

the lateral cortex as well (Figure 4). Therefore, to reduce the

degrees of freedom to a manageable number and yet analyze the

entire distribution, the ERPs were collapsed into six regions of

interest (ROIs): frontal-left (F7, F5, F3, FT7, FC5, FC1), fron-

tal-right (F8, F6, F4, FT8, FC6, FC2), central-left (T7, C3, TP7,

CP5, CP1), central-right (T8, C4, TP8, CP6, CP2), posterior-left

(P7, P5, P3, PO7, PO3), and posterior-right (P8, P6, P4, PO8,

PO4). These regions are labeled FL, FR, CL, CR, PL, and PR,

accordingly. The analyses including ROI as a factor enabled

comparison of distribution effects across hemispheres and the

anterior/posterior axis. In addition, we analyzed the congruency

effect along the midline, including in this analysis six sites (Fz,

FCz, Cz, CPz, Pz, POz), as further exploration of the pattern

observed at the sites at which the N400 effect was maximal.

ANOVA with repeated measures was used to investigate the

congruency effect in each word type. For the midline, the ANO-

VA included three factors, Congruity (congruent, incongruent),

Word Type (adjective 1, noun, verb, adjective 2), and Site. In a

secondANOVA, we examined distributional factors. Hence, this

ANOVA had four factors, Congruity (congruent, incongruent),

Word Type (adjective 1, noun, verb, adjective 2), Hemisphere

(left, right), and Sagittal Distribution (frontal, central, parietal).

As stated above, the ANOVA at midline showed that the

mean amplitude of the N400 was significantly more negative in

the incongruent (� 2.7 mV) than in the congruent condition

(0.1 mV), F(1,15) 5 20.7, po.001. However, as revealed by sig-

nificant interactions, this effect was modulated by Word Type

444 A. Prior and S. Bentin

Figure 1. Electrode montage and ROIs.

Figure 2. ERP waveforms elicited by semantically congruent and incongruent words. Data is presented prior to digital filtering.



(see Figure 3), F(3,45)5 2.9, po.05, e5 .8. Post hoc exploration

of the interaction revealed that the Congruity effect was signif-

icant for adjective 1, verb, and noun conditions, but not for the

adjective 2 condition, F(1,15)5 6.9, po.025, F(1,15)5 17.6,

po.001, F(1,15)5 14.2, po.0025, and F(1,15)o1, respectively.

Furthermore, as revealed by a one-way ANOVA followed by

planned contrasts, the Congruity effect was smaller for adjective

1 than for both the verb and noun conditions, which did not

differ significantly from each other, F(1,15)5 5.1, po.05 and

F(1,15)o1, respectively. Finally, the interaction between Word

Type and Sitewas significant, F(15, 225)5 12.0, po.001, e5 .24,

due to the fact that whereas for nouns and adjectives in both

sentence positions, amplitudes over frontal areas were generally

less negative than over central and posterior areas, po.05, for

verbs the patternwas reversed, with greater negativities displayed

over frontal regions, po.05.

The pattern of the results revealed by the four-way analysis

was very similar (see Table 4). The four-way ANOVA showed a

significant Congruity �Word Type interaction, F(3,45)5 3.1,

po.05, e5 .9. As in the analysis of midline sites, post hoc con-

trasts showed that the Congruity effect was significant for the

adjective 1, noun, and verb conditions, all po.01, but not for the
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Figure 3. ERP waveforms elicited by congruent and incongruent words at midline, for each anomaly type. For easy visualization,

data were low-pass filtered at 8Hz, reducing alpha band.

Figure 4. Mean voltage distributions at 300–500ms for congruent and incongruent words by anomaly type and the congruency

effect.



adjective 2 condition, Fo1. In addition, there was a significant

interaction between the Word Type and Sagittal distribution ef-

fects, F(6,90)5 19.5, po.001, e5 .433.

The interaction between Word Type and Sagittal distribution

was further examined by post hoc two-way ANOVAs, per-

formed separately for each Word Type condition. The factors in

these ANOVAs were Hemisphere and Sagittal Distribution.

These analyses were then followed by planned contrasts, com-

paring the three levels of Sagittal Distribution.

Themain effect of Sagittal Distributionwas significant for the

adjective 1 and adjective 2 Word Type conditions, F(2,30)5 5.8,

po.01, e5 .55, F(2,30)5 9.6, po.01, e5 .56, respectively, but

not for the noun and verb conditions, p4.1. Post hoc contrasts

revealed that the ERPs elicited by adjectives followed the same

pattern evident at the midline sitesFamplitudes were more neg-

ative at posterior than at anterior sites, F(1,15)5 8.1, po.02 and

F(1,15)5 10.9, po.005, for adjective 1 and adjective 2, respec-

tively. Finally, there was a significant interaction between

Hemisphere and Sagittal Distribution for the verb condition,

F(2,30)5 7.3, po.01, e5 .65, due to the fact that at anterior sites

the left hemisphere showed greater negativity than the right

(� 1.8 vs. 0.19mV for left and right, respectively) whereas at

posterior sites the pattern was reversed (0.8 vs. � 0.57 mV for left

and right, respectively).

Latency Analysis

We compared the latency of the peak of the N400 component

across the four incongruous conditions. We identified the latency

of the most negative point in the waveform between 250 and

600ms overmidline sites per participant per condition. Themean

latency across conditions was 400ms with the verb and noun

conditions having longer latencies (409 and 424ms, respectively)

than the adjective conditions (377 and 392ms for A1 and A2,

respectively). We then performed one-way repeated measures

ANOVA on these data, with four levels: incongruent adjective1,

verb, noun, and adjective2. This analysis showed a trend toward

a main effect of incongruity type, but did not reach statistical

significance, F(3,45)5 2.3, p5 .08. We therefore did not analyze

the latency data any further.

Discussion

The current study examined the relative impact of nouns, verbs,

and adjectives in shaping sentence meaning as revealed by sen-

tence plausibility ratings and by themagnitude of the N400 effect

elicited online during sentence integration processes. Plausibility

ratings demonstrated that sentences including a semantically in-

congruent adjective were judged to be more plausible than sen-

tences including a semantically incongruent noun or verb. Thus,

the important role of verbs in sentence comprehension (Dowty,

1991; Ferretti et al., 2001) was validated once again: The verb

incongruities reduced sentence plausibility to the greatest extent,

compared with incongruities occurring in other parts of speech.

In a similar vein, the N400 congruity effect was significantly

larger for semantically incongruent nouns and verbs than for

incongruent adjectives. In fact, when the semantically incongru-

ent adjective was the last word in the sentence, modifying the

object of the sentence, there was no significant N400 effect at all.

The presently observed differences in the N400 effect asso-

ciated with words of different class is in accord with our hy-

pothesis that the incongruity types examined in our study vary in

the degree to which they disrupt the process of sentence integra-

tion. To reiterate the argument presented in the introduction,

incongruent adjectives created only a local interruption in the

processing of sentence meaning, whereas incongruent nouns and

verbs disrupted the entire argument structure of the sentence, and

therefore posed a greater integrative challenge, leading to larger

N400 effects. Phrased differently, during the analysis of incom-

ing information, certain thematic role slots are awaiting their

completion (Carlson & Tanenhaus, 1988; Ferretti et al., 2001;

Frazier & Clifton, 1996; Frazier & Rayner, 1982). In the case of

the simple transitive sentences used in the present study, once the

subject of the sentence is specified, the slot for a predicate be-

comes available. Further, once a transitive verb is introduced as

predicate, a slot opens for the object of the sentence (for recent

reviews, see Carpenter et al., 1995; Clifton &Duffy, 2001). Thus,

when the locus of the incongruity is at the verb or noun, the

violation of the selectional restrictions leads to a significant mis-

matchFthe incoming information cannot be accommodated to

fill the pending thematic role.

In contrast to the above, when an incongruent adjective is

encountered, the basic argument structure of the sentence is still

tenable. In a sense, the problematic adjective may be overlooked,

so to speak, without causing the entire integrative process to fail.

Our finding that an incongruity at the point of the early adjective,

modifying the subject, is more detrimental than an incongruity at

the late adjective, modifying the object, fits well with this expla-

nation. Once the subject of the sentence has been introduced,

there are thematic roles awaiting assignment. When the adjective

is encountered, its appropriateness for the unassigned roles must

be determined. When the grammatical class of the adjective is

computed, the predicate slot remains unfulfilled. So despite the

local mismatch between the subject and the modifying adjective,

there still remains an opportunity for salvaging the general

structure of the sentence. And indeed, the subsequent verb and

noun allow the completion of a basic argument structure.

The case of the sentence final adjective violation, for the ob-

ject-modifying adjective, is even more illuminating. At this point

in the process, the crucial thematic roles have been successfully

assigned. Our results demonstrate that because there are nomore

unassigned thematic roles at this point, the online integration

process is less sensitive to this type of late incongruity. It almost

seems as though the incongruent information is effectively ‘‘dis-

carded,’’ and the semantic system does not engage in any sig-

nificant attempt to successfully integrate it with the preceding

context.
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Table 4. Mean Amplitudes (in Microvolts) Calculated for ROI in

Each Experimental Condition

Left hemisphere Right hemisphere

Anomaly FL CL PL FR CR PR

Adjective1 Congruent 1.00 1.87 � 0.15 0.87 � 0.78 � 1.01
Incongruent � 0.89 � 1.69 � 2.11 � 0.94 � 2.45 � 3.37
N400 effect 1.89 3.56 1.96 1.81 1.67 2.36

Verb Congruent � 0.46 1.87 3.80 � 0.72 0.86 2.22
Incongruent � 3.18 � 1.69 � 0.89 � 3.35 � 2.66 � 2.34
N400 effect 2.72 3.56 4.69 2.63 3.52 4.56

Noun Congruent 1.87 1.62 1.61 1.47 0.45 0.39
Incongruent � 0.21 � 0.46 0.01 � 1.07 � 1.61 � 1.54
N400 effect 2.08 2.08 1.60 2.54 2.06 1.93

Adjective Congruent 1.23 0.64 � 0.11 0.52 � 0.40 � 0.88
Incongruent 1.17 0.46 � 0.36 0.89 � 0.86 � 1.56
N400 effect 0.06 0.18 0.25 � 0.37 0.46 0.68



Further evidence regarding the local and limited scope of ad-

jectives in sentence integration comes from a comparison of the

N400 peaks to congruent adjectives presented early in the sen-

tence and to adjectives presented at the sentence-final position

(Figure 5). Notably, the present data show no significant differ-

ence between these conditions, p4.7, in contrast with previous

demonstrations of a decline in the amplitude of the N400 com-

ponent elicited by contextually congruent open class as a func-

tion of word position in the sentence (e.g., Kutas, Van Petten, &

Besson, 1988). These effects of ordinal position are thought to

reflect the accumulation of semantic context that facilitates in-

tegration: The amplitude of the N400 indexes the effort required

to integrate every successive word with the representation con-

structed. Congruent words that come late in the sentence benefit

from the previous semantic context, whereas earlier words have

little context and thus elicit larger N400 s (Van Petten & Kutas,

1991). However, previous work in this domain examined mostly

sentence-final nouns, which are obligatory for the completion of

the sentence structure and thematic role assignment. It might be

the case, then, that the general accretion of semantic context is

more significant for mandatory sentence constituents that par-

ticipate in determining the global semantic structure of the sen-

tence than for optional sentence constituents, which play a more

limited local semantic role.

Along the same lines, previous work has found that semantic

incongruities occurring at nouns appearing in later stages of

sentence processing lead to larger N400 effects than early incon-

gruities. Conversely, the present study examined sentence-final

adjectives, which are optional components as far as sentence

structure is concerned, and found no N400 congruity effects at

the sentence-final position. This finding, once again, illustrates

the differential effect of incongruent words of various types on

sentence integration.

One should note, however, that the N400 patterns do not

perfectly match the results obtained from the plausibility rating

task. Themajor finding of greatermeaning disruption introduced

by mandatory as opposed to optional incongruities is present in

both methods, but there are variations. Specifically, sentences

including an incongruent second adjective were rated as being as

implausible as those including an incongruent first adjective, at-

testing to participants’ ability to detect these incongruities. Con-

versely, the adjective 2 incongruous sentences did not lead to a

significant N400 effect. Similarly, anomalous verbs were rated as

creating less plausible sentences than anomalous nouns, whereas

the magnitude of the N400 effect for these two word types was

comparable. We propose that these differences might reflect the

fact that plausibility rating is an off-line judgment, andmight rely

on processes that go beyond the initial extraction of sentence

meaning, which is reflected in the online ERP measures. A study

using timed or speeded plausibility ratingsmight shed light on the

early and late processes contributing to the final judgment and

the degree to which they are shared or different from the mech-

anism giving rise to the N400.3

Previous work has shown that the relation between an in-

congruent item and an expected item can modulate the N400

effect to the incongruity (Kutas & Hillyard, 1980). However,

there has not been much focus on other factors that might in-

fluence the degree of incongruity caused by different items. In a

study that addressed similar issues, Federmeier and colleagues

(2000) reported that an incongruity at the point of an expected

verb evoked a larger N400 than an incongruity at the point of an

expected noun. However Federmeier et al. did not use seman-

tically incongruent items of the same word type, and thus al-

though the present results are commensurate with their findings,

the studies are not directly comparable. Furthermore, that study

did not examine the response to semantically incongruent adjec-

tives, and thus did not compare the effects of incongruities in

mandatory and optional sentence constituents.

We interpret the sensitivity of the N400 effect to the syntactic/

thematic properties of incongruent words used in this study as

reflecting the different roles that they normally play in computing

sentence meaning and the integrative burden posed by such in-

congruities, rather than as a sensitivity of the N400 to syntactic

word type distinctions per se (and see Friederici, Gunter, Hahne,

& Mauth, 2004). This interpretation receives support from the

difference we found in the N400 effect for the two adjective in-

congruities introduced, and specifically the absence of an N400

effect for the incongruent sentence-final adjective.We take this as

evidence that it is the role of the word in ongoing sentence com-

prehension, and not its syntactic class, that determines the degree

of interruption caused by an incongruity.
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Figure 5. ERP waveforms at midline elicited by congruent adjectives in

the early and sentence-final positions. For easy visualization, data were

low-pass filtered at 8Hz, reducing alpha band.

3It should be noted that plausibility ratings were collected for only a
sample of the sentences presented in the ERP study. Though the sentences
were randomly selected, it is still possible that the difference in plausibility
patterns is a result of the specific sample selected.



Finally, as a side issue, it is worth noting that we found ev-

idence for differences in the distribution of the N400 for the word

types examined. This finding can be attributed mainly to the

divergence of the N400 distribution for verbs from the N400

distribution for nouns and adjectives. Recent PET studies have

reported mixed results regarding differences in the brain activity

in response to nouns and verbs (Black & Chiat, 2003; Cappa &

Perani, 2003). Some studies have found verb-specific activation

patterns, especially in the dorsolateral frontal and lateral tem-

poral cortex of the left hemisphere (Perani et al., 1999), whereas

others report a large degree of overlap in the areas processing

nouns and verbs (e.g., Tyler, Russell, Fadili, &Moss, 2001; for a

recent review, see Shapiro & Caramazza, 2003). Electrophysio-

logical evidence has also been inconclusive. Pulvermuller and

colleagues (1999) reported differences in brain responses to iso-

lated nouns and verbs, with nouns eliciting posterior activity and

verbs generating more central activity. However, they claim that

these results might reflect the typical semantic associations of

nouns and verbs and not word class per se. A recent study of

nouns and verbs processed in sentential context (Federmeier

et al., 2000) found greater N400 negativity over central areas for

nouns when compared to verbs. Adjectives were not investigated

in any of the above studies.

The present results are in partial accordwith findings showing

more anterior activity for verbs, and also some evidence agreeing

with the previous findings of predominant left-hemisphere nega-

tivity for verbs. The pattern of activity that we found for adjec-

tives, namely more posterior negativities, has not been previously

reported. However, the present experiment was not designed to

investigate the effect of word class per se, and the materials we

used were not sufficiently controlled to allow the desired degree

of confidence that the observed differences are indeed the con-

sequence of word class. Thus, the frequency, length, and con-

creteness of words from the various word classes were not

perfectlymatched. For example, to the extent that adjectives tend

to be less concrete than nouns, the finding of greater posterior

negativities for this word class may be attributed to this

factor, specifically in the incongruent sentence conditions, in ac-

cordance with previous findings (Holcomb, Kounious, Ander-

son, & West, 1999). We therefore leave this issue for future

investigation.

In conclusion, the present study confirmed that nouns, verbs,

and adjectives play different roles in the computation of sentence

meaning and showed that the online semantic integration process

is sensitive to this difference. All incongruities are therefore not

created equal: Incongruities introduced in optional sentence

constituents, such as adjectives in this case, create less of an in-

tegrative burden than incongruities in mandatory sentence con-

stituents, such as nouns and verbs. This pattern was evident both

in plausibility ratings and in the modulation of the N400 compo-

nent.We interpret these findings as suggesting that online sentence

integration processes are sensitive to the distinct roles played by

words of different types in shaping sentence meaning, and not as a

demonstration of N400 sensitivity to syntactic word class per se.
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